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  Data
Goal:  
Recognize an action in a short video with a single actor 
!
Weizmann dataset 
10 simple actions  
Run, walk, skip, jump, skip  
gallup, bend, wave1, wave2,  
jumping jacks 
!
KTH Dataset 
6 simple actions:  
Walk, Jog, Run,  
Box, Wave, Clap
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Overview
Goal:  
Recognize an action in a short video with a single actor 
!
Approach: 
• Inspired by part-based models for humans 

• Use constellation of parts conditioned on image seq. 
• Hidden CRF for parts model 
• Global + local features 
!
!
!
Contributions: 
• Novel part-based approach 
• Compare probabilistic vs max-margin approach

3



Model
phi: (unary) concatenation of appearance+spatial features 
!
phi2: (unary) likelihood of 1 part label & class 
!
psi: (pairwise) likelihood of 2+ part labels & class 
!
omega: (unary) root filter  
!
!
!
!
!
y: class label"
h: part label"
x: image feature
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Model
!

!
!

• Cluster features into hidden parts h.  
• Action∝action-cluster co-occurrences & features 
• Ignore psi (pairwise). Small affect on model. 

p(label | data, params)

Marginalize over hidden variables

Features:
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Features
• Motion features: optical flow 

• Lucas Kanade used to track person 
• Assume person front/center of image 
• F b+x ,F b−x ,F b+y ,F b−y (half wave rectified+blur) 

• Spatial features: 
• Bit-vector defining relative location of image patches 
• (Vector of length L (=#bins) with 0/1 in each) 

!

Fx!
Fy +blur+half-wave 

rectifiedOriginal Optical Flow

Hidden parts use image patches. Root uses whole image 6



Other details
• Initialize filters/parameters 

• Root filter: (compute over whole image) 
• (omega = feature vector)  

!
!
!
!
• Hidden parts {6,10,20}: Find top patches from 

previous equation in training. For test, compute 
score for all hidden parts. 

!
• Background subtraction is performed (from dataset)  
!
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Probabilistic Formulation
Maximize the conditional likelihood:"
!
!
!
!
!
!
!
Gradient descent:

N=training samples 
theta=params

Marginalize over hidden parts

Root

Hidden"
PairwiseAppearance

Hidden"
Unary 8



Max Margin Formulation (1/3)
Same as LSSVM 
!
!
!
!
!
!
!
!
!
!
!
Not convex because of hidden nodes 
Alternative: Use CCCP from the LSSVM paper
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Loss function



Max Margin Formulation (2/3)
Coordinate Descent
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Infer with Viterbi 
(Describe LP but don’t use)

SMO-like algorithm



Max Margin Formulation (3/3)
Similar to SMO 
 (Except h varies with x)
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Optimize parameters w/ dual: 

Quadratic programing problem: 



Weizmann Results
83 videos. 9 people. 9 actions 
Train on 5, test on 4

12Max Margin Probabilistic

* No tracking



KTH Results
25 users, 4 scenes, 6 actions 
“roughly half” train/test
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Alternative models (1/2)
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No root

Prob

Max Margin



Alternative models (2/2)
Experiment 1: Remove pairwise terms 
Experiment 2: Exp1 + Convert to N 1-vs-all LSVMs (N=class) 
Experiment 3: Train SVM on Exp 2 outputs.  
!
All experiments using Max Margin version 
Pairwise on avg. ~1% better

Full model Reduced model
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Part/filter visualization (Weizmann)
Colors = class of hidden part 
Red: moving down 
Green: hand waving

Filters (per class)
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Part/filter visualization (KTH)
Colors = class of hidden part 
Pink: boxing 
Red: clapping 
Green: waving 

Filters (per class)
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Takeaways
Good 
• Max margin > Probabilistic (~5%  acc. here) 
• Nice analysis of each component 

• e.g. Root filter + pairwise analysis 
• Local+global features >> Global features 
!
!
Bad"
• Does this generalize to other datasets?? 

• Weizmann and KTH are very similar and too simple 
• No temporal component 
• [Pet peeve: introduce a lot of unused math due to model assumptions]

18


